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Introduction 

 

From the game-theoretic viewpoint, the control problem of an eco-

logical-economic system [14, 15] whose elements can demonstrate a 

purposeful behavior [3] consists in the following. A control subject (a 

Principal) has to design a game of controlled subjects (agents) with some 

rules [5, 8] so that its outcome appears most beneficial to the former [7, 

13]. Therefore, a necessary step of such control problems concerns 

game-theoretic analysis allowing a Principal to forecast the response of a 

controlled system to certain control actions. 

Reflexive games [12] represent a method of game-theoretic model-

ing with due consideration of agents’ complex awareness (particularly, 

their mutual awareness [1, 2, 6]). Nowadays, reflexive games have found 

wide application in the description of awareness, joint decision-making 

of agents and solution of associated informational control problems 

(control of agents’ awareness structures) in different fields, namely, 

corporate management, economics, marketing, political science, etc. [4, 

9, 10, 11, 12]. 

Agents’ awareness in a reflexive game is defined by a structure 

comprising their beliefs about essential parameters of a current situation 



 

 2 

and the beliefs of their opponents (other agents). The solution of a reflex-

ive game is an informational equilibrium, viz., a set of actions chosen by 

real and phantom agents (the ones existing in the minds of real agents), 

where each agent maximizes a goal function based on its awareness.  

This paper focuses on several models of ecological-economic sys-

tems, exploring how the outcome of agents’ interaction depends on their 

awareness structure (an informational equilibrium). If agent’s awareness 

is false (i.e., the agent possesses wrong beliefs about the game condi-

tions), then the result observed by it can be either unexpected or meet the 

expectations. The latter being the case for all agents, we obtain a stable 

informational equilibrium [12] whose existence conditions are examined 

below. 

 

1. “The number of agents on a market” 

 

Consider n homogeneous (identical) agents numbered by the ele-

ments of the set N={1, …, n}. Agents choose nonnegative production 

outputs xi  0 and have the goal functions 

(1) fi(x) = xi – (xi)
2
/ 2 – j

j N

x
n

, 

where x = (x1, x2 , …, xn) and   0 means a penalty coefficient. The first 

summand in the expression (1) corresponds to the agent’s proceeds from 

product sales at unit price. The second summand answers for the agent’s 

costs, whereas the third summand plays the role of penalties for envi-

ronmental pollution (we believe that the penalty for the total pollution 

proportional to the total production output is equally shared by all 

agents). Suppose that the expression (1) forms the common knowledge 

of all agents and the system adopts the following sequence of moves. 

Agents simultaneously and independently choose their production out-

puts, and then a Principal reports to each of them the penalty imposed. 

If the number of agents is common knowledge, then under such 

awareness each agent chooses the action 

(2) 
*

ix  = 1 –   / n, 

which maximizes its goal function (1). 
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Consider possible cases of agents’ awareness about their number n. 

If each agent believes that the number makes up  n̂  and this is common 

knowledge, then each agent expects to get the following penalty: 

(3) ˆ(1 ) (1 )
ˆ ˆ ˆ

n
n n n

. 

By observing the actual value of its penalty 

(4) (1 ) (1 )
ˆ ˆ

n
n n n

, 

none of the agents doubts the correctness of its beliefs (as far as the 

right-hand sides of the expressions (3) and (4) do coincide). Hence, the 

informational equilibrium (2) is stable under any (particularly, false) 

beliefs n̂  of the agents (their common knowledge) about the number n. 

The stated property directly follows from the fact that the penalty is 

proportional to the mean action of the agents. As a result, the influence 

of their number gets “compensated” by the total action. 

Concluding this section, let us emphasize an important aspect. The 

conclusion regarding the stability of any (particularly, false) equilibria 

does not depend on the parameter  of the penalty scheme. In other 

words, the model under consideration admits no transition to a true 

informational equilibrium by varying the penalty scheme: it is necessary 

to apply informational impact on agents that modify their individual 

and/or mutual awareness. 

 

2. “Joint production” 

 

Consider n enterprises (agents) operating in a region and manufac-

turing homogeneous products. The goal function of enterprise i has the 

form 

(5) fi(x) =  xi – 

2

2( )

i

i i

x

r X
 –  xi, 

where X-i = i

j i

x , xi  0 denotes the admissible action of agent i, ri > 0 

means its type, > 0 is the unit price of the products,   0 indicates a 

penalty coefficient, and  corresponds to a nonnegative parameter. 
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According to the expression (5), the costs of each agent depend on the 

actions of other agents (e.g., via technology transfer). 

Suppose that formula (5) and the values of all incorporated parame-

ters form the common knowledge of the agents. Set X = 
1

n

j

j

x  and 

R = 
1

n

j

j

r . Recall that a Nash equilibrium is a set of agents’ actions such 

that the action of each agent maximizes its goal function (under fixed 

actions of the rest agents). In the present case, we find a Nash equilibri-

um using the first-order necessary optimality conditions. Construct the 

derivative of the goal function (5) with respect to the agent’s action xi. 

Trivial transformations bring to the following formula:  

(6) 
ix  = 

( )( )

1 ( )

ir X
. 

Next, sum up the expressions (6) over all agents and get the total ac-

tion: 

(7) X = 
( )

1 ( )( 1)

R

n
. 

By substituting (7) into (6), we finally obtain that 

(8) 
*

ix  = 
( )

1 ( ) 1 ( )( 1)
i

R
r

n
. 

Obviously, increasing the price and/or the number of agents enlarg-

es the total equilibrium production output; on the other hand, higher 

“penalty strength”  reduces the output (see (7)). 

Now, study the case when agents’ beliefs about the number n and 

the quantities r = {ri} can be false. Since agent i knows its type and 

action, it easily calculates  

( )
1 1 1 ( 1)

i
i i

r R
X X x

n
 

(see (5)). Here  = (  – ) for the sake of compactness. 

The last formula shows the following. If an agent treats the quanti-

ties n̂  and R̂  as the real values of the number of agents and the sum of 

their types, then the equilibrium is stable [12] provided that 
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(9) 
ˆ

.
ˆ1 ( 1) 1 ( 1)

R R

n n
 

The condition (9) guarantees that the value of the goal function coincides 

with the agent’s expectations. 

 

3. “Threshold penalties” 

 

This section is dedicated to a model reflecting the following situa-

tion. Agents are penalized if their total result i

i N

x  (the joint efforts on 

environmental protection against industrial waste pollution) is smaller 

than a given threshold. Penalties are sufficiently large to make produc-

tion unprofitable; therefore, agents have to avoid penalization (or sus-

pend production). In the absence of penalization, agent i receives the 

income Vi, i  N. 

The result represents an increasing function of the total effort ap-

plied by all agents. Assume that agents can have nonidentical beliefs 

about the parameters of this function, ergo about θ such that no penaliza-

tion takes place under i

i N

x . 

For agent i  N, implementing an action xi  0 incurs the costs 

ci(xi, ri), where ri > 0 designates the agent’s type (a parameter describing 

its individual characteristics).  

Suppose that the cost functions ci(xi,, ri) enjoy continuity, increase in 

xi, decrease in ri and ci(0, ri) = 0, i  N. 

Let X' be the set of all admissible action profiles (x1, …, xn) and de-

fine the set of individually rational actions of the agents: 

IR = {x  X' |  i  N  Vi  ci(xi, ri)}. 

Readers can easily observe that IR = [0; ]i

i N

x , where 

ix  = max {xi  0 | ci(xi, ri)  Vi}, i  N. 

Introduce the notation 

X( ) = {x  X' | i

i N

x  = }. 
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Consider different variants of agents’ awareness about the 

parameter   .  

Variant I. The parameter    is common knowledge. Then the 

agents’ game has a parametric Nash equilibrium belonging to the set 

EN( ) = IR  X( ) (i.e., this equilibrium depends on the parameter ). 

Variant II. Agents’ beliefs about the threshold are pairwise differ-

ent, but the set { i} forms common knowledge (the so-called asymmet-

rical common knowledge). 

Without loss of generality, number agents so that their beliefs in-

crease: 1 < … < n. Here the structure of admissible equilibria is de-

scribed by 

Assertion 1. Suppose that i  j under i  j. Depending on the rela-

tionship of the parameters, an admissible informational equilibrium is the 

following n + 1 action profiles: {
*x  | 

*

ix  = 0, i  N}; {x
*
 | 

*

kx = k , 

*

ix = 0, i  N, i  k}, k  N. In a practical interpretation, either all agents 

do nothing, or only agent k applies its efforts by choosing the action k. 

In the general case, we have 1 ≤ … ≤ n (i.e., agents’ beliefs can 

coincide). This possibly leads to a similar equilibrium domain as in 

Variant I. In other words, in an equilibrium the efforts are applied by 

agents with an identical belief about the threshold. 

Variant III. Agents’ beliefs about the threshold differ, but each 

agent considers the game with the asymmetrical common knowledge 

(generally speaking, its beliefs about the opponents’ beliefs are false). 

Here the set of admissible equilibrium action profiles becomes the larg-

est possible one: [0; ]i

i N

x . Moreover, we easily establish  

Assertion 2. For any action profile 
* [0; ]i

i N

x x , there exists an 

awareness structure such that each agent subjectively plays the game 

with the asymmetrical knowledge and the vector x
*
 is a unique equilibri-

um. 

Assertions 1 and 2 are argued by analogy to the assertions in [11, 

Section 4.10]. 
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4. “Principals’ interests coordination” 

 

Consider an ecological-economic system comprising one enterprise 

(agent) and two Principals. As its strategy, the agent chooses a produc-

tion output x  0 and a safety level y  0, which incur the costs x
2
 / 2 r 

and y
2
 / 2 w, respectively (r > 0, w > 0). Each Principal gains some 

“income” from agent’s activity (described by a function Hi(u, y)) and 

pays some “incentive” i(x, y) to the agent, i = 1, 2. Therefore, the goal 

function of Principal i takes the form 

(10) i( i( ), x, y) = Hi(x, y) – i(x, y), 

whereas the goal function of the agent is defined by 

(11) f({ i( )}, x, y) =  x - x
2
 / 2 r - y

2
 / 2 w + 1(x, y) + 2(x, y). 

This ecological-economic system possesses the following sequence 

of moves. The Principals simultaneously and independently choose the 

incentive functions and report them to the agent. Next, the latter chooses 

its action. Further analysis gets confined to the set of Pareto efficient 

Nash equilibria in the game of the Principals. As shown in [13], their 

strategies are 

(12) i(x , x, y , y) = 
, ,

0, otherwise

iV х x y y
, i = 1, 2. 

In a practical interpretation, the Principals agree about agent’s joint 

stimulation for choosing the production output x  and achieving the 

safety level y . Such interaction of the Principals is called the cooperation 

mode [13]. 

According to the goal function (11), the agent chooses zero safety 

level in the absence of incentives. Find the optimal production output 

x
*
 = arg 

0
max

x
 [  x – x

2
 / 2 r] =  r. The Pareto optimality conditions 

dictate that the total incentive of the agent from the Principals (in the 

case of satisfying their recommendations) is defined by 

(13) V1 + V2 =  (x
*
 – x ) – [(x

*
)

2
 – (x )

2
] / 2 r + y

2
 / 2 w. 

The beneficial cooperation condition for each Principal can be stat-

ed as follows. In the cooperation mode, each Principal gains a utility not 

smaller than under its independent stimulation of the agent. The utility of 

Principal i from “independent” interaction with the agent is 

(14) 
*
i = 

, 0
max
x y

 [Hi(x, y) –  (x
* 
– x) + [(x

*
)

2
 – (x)

2
] / 2 r - y

2
 / 2 w]. 
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Let 

(15) S = {x  0, y  0 |  (V1; V2)  
2

: Hi(x, y) – Vi  
*

i, i = 1, 2; 

V1 + V2 =  (x
*
 – x) – [(x

*
)

2
 – (x)

2
] / 2 r + y

2
 / 2 w} 

represent the domain of compromise, i.e., a set of agent’s actions such 

that Principals’ cooperation is beneficial for their implementation. 

Introduce the notation 

(16) 
*
0 = 

, 0
max
x y

 {H1(x, y) + H2(x, y) -  (x
*
 – x) +  

+ [(x
*
)

2
 – (x)

2
] / 2 r - y

2
 / 2 w}. 

By analogy to [3, 13], we can demonstrate that the domain of com-

promise is nonempty iff 

(17) 
*
0  

*
1 + 

*
2. 

Consider the following example: H1(x, y) =  x + (1 - ) y, 

H2(x, y) = (1 - ) x +  y, where   [0; 1] is a constant reflecting the 

degree of Principals’ interests coordination, i.e., the “proportion” of 

economic and ecological indicators in their goal functions. If  = 0 or 

 = 1, one Principal is interested in economic indicators only (the pro-

duction output), whereas the other concerns ecological indicators only 

(the safety level). 

Using (14) and (16), we find 
*

1 = r  [2  + ] / 2 + w (1 - )
2
 / 2, 

*
2 = r [

2
 + 1 + 2  - 2  - 2  ] / 2 + w 

2
 / 2, 

*
0 = r [2  +  1] / 2 + w / 2. 

Moreover, the condition (17) holds true as an identity for any values of 

the parameters ( , r, w). Consequently, in the current example the do-

main of compromise is surely nonempty for any awareness and/or mutu-

al awareness of the Principals! 

 

Conclusion 

 

This paper has studied a series of simple models illustrating the fea-

sibility and reasonability of employing the framework of reflexive games 

for describing decision-making and control problems of ecological-

economic systems. 

The conducted analysis indicates that the mutual awareness of the 

members of ecological-economic systems appreciably affects their 
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decision-making. By exerting control actions (i.e., varying such aware-

ness), one can modify the equilibrium states of these systems. 
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