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w0 Active Goal-Seeking Systems

6.3 Flutter Mode Control

This is a technique for actively damping structural flutter
modges, using aerodynamic conifel surfaces. This con-
cept is mainly used for providing structural weight
savings and for exiending the fiutter spezd envelope to
Yower altitudes of higher Mach numbers.

A crude explanation of a flutter control system is given
in Fig. 4. The flutter phenomenon for an clastic wing
is due to a coupling between wing deformation (bending
and torsion) and the aerodynamie unsteady forces in-
duced by such deformations. These forces increase with
kinectic pressure (namcly with increasing speed or with
decreasing altitude). Finally, this coupling can induce a
forced excitation in resonance with some structuvral
modes, leading to negative damping and to wing destruc-
tion (Fig. 14a).

To control this flutter behavior, a wing flap is used to
develop an aerodynamic force opposite 1o the structural
motion (Fig. 14b). This movement is detected by wing
accelerometer indications sent to a dedicated computer,
which, through a specific control law, monitors an active
aileron. A wind-tunnel validaton of such an automatic
control is shown in Fig. 14¢, where an eflective torsion-
mode damping is maintained despite increasing Mach\
number. Without active control, a strong premature |
flutter, arises.

The safety impact of 2 flutter suppression sysiem
(FSS) is  highly dependent upon  the  aircraft
conflguration mission:

(i) for a civil transport aircraft this system must be
non-flight-critical for certification, and would be !
used to enhange flutter speed from the maximur
operational (V) to 20% above the dive spec
(I.2F}). for some structural weight saving, without
danger;

(i) for a combat aircraft, a flutter suppression svstem
is much more interesting because the flutter-himited
flight envelope is mainly due to the extensive instal-
lation of external feads under the wings (the clean
configuration is usually flutter-frec). Such a heavily
loaded configuration is non-flight-critical because,
in the case of u system failure. it is cusy t¢ auto-
matically jettison the external {oads (fuel tanks,
armament, etc.).

-

7. Application of Active Control Technology
to Roworeraft

Conventional helicopter control is obtained through a
mechanical system on the rotor hub, producing a mono-
cyclic blade pitch variation. Two limitations anse with
this system: the pitch variation is limuted at one per
revolution, and the periodical variations of 2ll blades are
the same. A multicyelic prtch vanation through an active
con{rol system can overcome such fimitations for redue-
ing vibration level. ehiminating blade stall, enhancing
stability and handling quality.

This individual blade-contol concept offers the prom-
ise of using electrohydraulic actuators linked to each
blade and instailed directly on the rotating part of the
rotor hub, instead of the convenuonal installation.

See afso: Automauc Flight Control Systems: History: Wing
Load Alleviaiion Modeiling
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Active Goal-Secking Systems
An active goal-seeking system is a model of a larpe-scalz
system, a model which includes active elements. An
active element is an elementary model of an methgent
system (man, team, artificial intelligence systemn and s0
on) which acts in a purposcful way or 15 capable of
forecasting the future; in addition, in pursuance of s
7 objectives, 1t is ablic lo muke decisions in reporting the
information to the control svstem {center}t or other
system elements and in the cheice of 1ts state,

The main object of study in active systems al present
is their functioning mechanism. This incorporates ways
i which information is fermulated in the center on
elements and thc environment, planning procedures
{decision making by the center on velues of control
parameters or planned targets). an incenUve system (set
of objective funciions of elements) and the objective
function of the center.

The basic goal in the theory of active systems is to
determine the functioning mechanmism  which s
maximally effective on a specified set of funcuioning
mechanisms. The theory is applied to analysis and
improvement of control and management in socCio-
economic systems. At present, the theery of two-level
active systems which are described by determinisiic
models is essentialiy devejoped.

I. Definition of a Two-Level Active System
and Funcrioning Mechanism

f.1 Statement of the Problem

A two-level active system consists of the cenier and »n
active elements. Let 1, denote the state of the ik clement.
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"Active Goal-Secking Systems

¥y =01 5,....5,) the state of the system. ¥, the set of
possible states of the ith clement and Y the sct of
possible states of the system. The functioning mech-
anism of an active system is a set of rules (procedures,
functions) which prescribe the actions of the center and
elements in the functioning. The component parts of the
- functioning mechanism include: the element incentive
system, the center objective function, the planning law,
the sequence of center and element actions in the func-
tioning, and procedures for the formulation of data to
be used by the center for obtaiming information on the
elements. Let us consider 4 scquence of actions laken by
the center and elements in each functioning period.

At the stage of data formulation, the center develops
an idea of element models either through processing the

“data on preceding functioning perieds (the adaptive
technique) or by obtaining the desired data directly from
the elements (two-way technique). Let s denote
information on the model of the ith element,
§s=(5,%,...,5,). At present the basic results in the
active systems theory are only available for the two-way
technigue, The reported information s, is an estimate of
the parameters r; of the set ¥(r,). The center is assumed
to know the parametric representation Y, (r,) and the set
2. of possible values of the parameters r.(r,cQ,). The
subsequent discussion will concentrate on this case.

At the planning stage the center specifies the planned
target n{s) for cach clement; conseguently, the pian for
the entire system is a(s) = [m (), . . ., 7, {5)]}. Al the stage
of implementing the plan each etement selects a state
e Y, and defines the value of the objective function
iz, 5.

With a specified sequence of actions and way to
formulate the data, the funcuoning mechanism is
defined by the three-tuple Z =(¢,w,m) where
w={f,f, ....f,) is the incentive system (set of
objective functions) and ¢ (n, ») the objective function
of the center.

If the objective function of the center is fixed, the
functioning mechanism is derined by 7 and w only
[£ = (w.n)]. Later discussion will concentrate on this
case.

The functioning of an active system with a specified
functioning mechanism I can be regarded in a natural
way as a game of n persons (active elements). The
strategy of the ith element is choice of the estimate to be
reported to the center. §; € (), and. once the information
ot the plan =, (§) i3 received, choice of the state ¥ e ¥,(r)
such that ¥ € ¥{r). Lei R(Z) be the solution, or the set
of situations ¢s. 1) which can be implemented in a way
compatible with earlier assumptions on behavior of the
elements.

The effectiveness of the functioning mechanism is
defined as

K(Z)= min ¢n(H, 5]

(5,30 R(IY

¢ty

In any further discussion it will be assumed that esti-
mates of all parameters of the vector r are reported and

2

all components of the state 3 are planned. Extension to
the case of reporting only some estimates and planning
just some componcnts is easy.

The value

AZ)= max ||j—n() |l 2)
(5. 5)e R(D)

characterizes the degree to which the planned target is
met and the value

6(Z)= max

G.heRI)

fhs—r It (3

the credibility of the information from the elemenis.
K(Z), A(Z} and é(2) are basic characteristics of the
functioning mechanism . The functioning mechanism &
for which A{Z)=0and §(Z)=0,0ory =n(s)and § =r
is referred to as repular.

Assume that a certain set ¢ of feasible functioning
mechanisms is given, The basic problem in the active
systems theory is in determining the funchioning mech-
anism X which is maximally cfective on the sct G.

1.2 The Case of Full Knowledge

If Q,=r,, then the center has complete information on
the sets ¥, = Y.(r,). This is the most thoroughly explored
part of the active systems theory. In this case no
information S should be obtuined from the elements and
the element strategy is the only choice of the suute 1.
Assume first the followsing assumption about the inds-
pendent behavior of the elements: cach ith element
chooses a state v, from the set

Pm)=argmaxfiz. »)
Denote P =U,., P(r). where D is the set of feasihle
pians. If P(r) < Y then the active systern is referred to
as a system with independent clements. For such systems
the assumption of independent behavior is a natura
assumption on the behavior,

P(ry=[1Ptz) (9
i=|

2 Optimal Design of Planning Law FEguations

Consider the optimal design of functioning mechanisms
with 2 specified objective function ¢¢{m. v} of the center,
incemiive system®w and set of lensible plans Do Tais
problem is referred 1o as the desipn of an opumal
planning iaw equation. It is clear that R(Z} = Py} and

K(Z)= K(z)= min ¢ (x, y) (3)
yYefT)

From (5) it follows that the optimal planning law has an
etlecliveness

K(z®F) = max min &(m, »)

el yelim)

0

This is referred to as the law of optimal planning with
state forecasting, QPF.

Lot us take up the optimal desiyn of a planning law
on a set of regular mechamsms, or with a consiriint

o e
-
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Active Goal-Seeking Systems

A{X)=0. We shall assume benevolence of the elements
towards the center in that if =, e P.(n), then ¥ ==,

We represent the objective function of the ith element
as

Vﬁ(“n)’.f) =h(y) — x5 ¢}

where

hi(yi) =f;(.yn YI)' Z.(ﬂn)‘.) '—‘ﬁ(yn ye) _.fl-{?[l' yl) =0
and, analogously, the objective function of the center as

$(n, y)=H{)—0(n, y) ®

where

H(y)=¢(r )00 y)=¢(p.y)~¢(npy)20
Define the set of coordinated plans of the ith element
S, ={n;me P(n;)} 9

and, consequently, S = II7_, 8, is the set of coordinated
plans of the active system.

The set of ptans D will be assumed here and later to
be large enough so that P < D. The planning law z%F

K(n“"):m_ax H(n) (10)

will be referred to as the law of completely coordinated
plannina, CCP, It s clear that K{(n")y € K(=“™), What
then are the cases where Alr") = K(z“**). or where
the optimal planning law is that of completely coordi-
nated planning?

TreoreM 1. If S = P then K(zF) = K{n°FF). Since
S < P, then when § = P, the functioning mechanism is
referred to as maximally coordinated (M coordinated).

The condition § = P is difficult to verify. It would
therefore be uselul to find constramts on the incentive
system which are suflicicnt for M coordination. These
are provided by Theorem 2.

Trrorem 2. For the ingentive system w; = h(r) —
Ly i=L2. . .00 10 be M coordinaied. i1 s
sufficient that ¥owe Doy, v’ € YV and the penalty functions
il 3) satisfy the “wicngle inequality”™

nlma vy < ey D)+ (vl p) (an

The incentive system whose penalty function satisfies the

tniangle incquality is referred to as sirongly coordinated
(8 coordinated).

The {ollowing theorem indicates a number of useful
propertics of S coordinated incentive systems. .

~

Turvorerm 3. Letr the incentive systems w'=(h'. 3"
and wi=(h* %) be 5 coordinared. Then the incentive
system ow = (b, ), where si=ay’. a,>0, 00 z,=y! + ¥}
or y=max (x!, y7Y is alvo S coordinated.

One kind of S-coordinated incenlive system is one
with separable penalty functions

. ) =% 7,(4,)

i=1

where A, =n,—y, and y, are concave nondecreasing
functions on the semi-axes A, >0 and A, <0,

Another important example is sysiems with penalty
functions

0, Yi=mn;
R, V)= 12
1) {ﬂ.-(}’,-), VAT 1
Such penalty functions are referred to as plan-
independent penaltics (PIN funcvions). For incentive
systems wiih such penalties, the conditions which dictate
the set of completely coordinated plans are easily
defined. For this purpose determine

b= max [h,(y) — pi(y:)}
el
The sct S, of completely coordinated plans of the fth
element is given by the inequality
Siz{ﬂie }/i:hl(nf)zbl} (13)

Consequently, the law of completely coordinated plan-
ning has the form

max H(n)
xeY

h(n)=b, i=12,....n (14)

3. The Degree of Centralization and Relative
Effectiveness of Incentive Systems

Let us have a look at two incentive systems for the ith
element which feature the same functions A;(y;) and
differ only in the penalty functions

wi=h{y)=zi(m. »)
wl=h(y) = m. y)
Let us assume that the incentive system w? has a large

higher degree of centralization that w/ does (w?> wi)if
wisw! and for all - e D, y,€ ¥, it is true that
FHES AP H LA (15)

In a similar way Jlet us assume that the functioning
mechanism Z* has a higher degree of centrziization {or
the ith element than ZH(E > ZH i wis>w/ W2 > I}
for all clemnents, then let us assume that the mechanism
X? has a higher degree of centralization (27> X').

A minimal degree of centralization is inherent in
“market place mechanisms™ for which y,(=,. ¥} = U with
all m,€ D,, y,e ¥, while the maximal one is featured by
“mechanisms with strong penalties™ for which

uim,y)zLl

where L is a sufficiently large number, with all
me D, y;e Y. Mechanisms with strong penalties are
associated  with complete  planning  centralizauon
whereby any feasible plan is found to be tultilled.
Incentive systems with strong penaltics are vbviously M
coordinated (but not necessarily S coordinated) because

33
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" 8 =P =Y The OPF and CCP laws then coincide and

take the form of an optimal planning (OP) law

K(n09)=marx H{z) {16)

THEOREM 4. Let £ X and 57 and S’ be associared
sets of completely coordinated plans. Then §' = §7,

From Theorem 4 it follows that if Z'=(x, w!) is a
regular mechanism [A(Z') = 0], then X = {m, w?) is also
a regular mechanism. In other words, the regularity is
preserved as the centralization degree increases.

Let us consider regular functioning mechanisms and
for cach incentive system w determine the associated law
of coordinated planning 2 (1), The efficiency K () of
the incentive system w is the efficiency of associated
regular mechanism X = (w, z“"). From Theorem 4 it
follows that if w? > w', then K(w?} 2 K(w') or that with
increasing centralization degree, the efficiency of the
incentive system does not decrease.

If nonregular mechanisms are also studied, then the
efliciency of w is understood as that of the mechanism
T =[w, z"" (i)}, that is, the incentive system w and the
associated law of optimal planning with forecast of the
state. In this case the conclusion that a sysiem with a
higher centralization degree is at Jeast cqually cfiicient is
no longer true. The sufficient conditions for at feast
equal effectivencess of the incentive system w? in com-
parison with those ol w! look more complicated.

THEOREM 5. [f furallme D,y ye ¥, vy #yitis true
that

Ry — R () + 25 (0 )
2RO =)+ () =2ty (A7)
then w* is na lesy officient than w'.

in particular, for systems of comparable centralization
degree h'=h°, the condition of Theorems takes a
simpler form

POz @)= @),

Note that i w'is an M-coordinated svstem, then for an
at least equal efficiency of w- it would be sufficient if
wl> w,. Finally, if ¥° are PIN penalties, then for an at
least equal efficiency of w? it would be swiicient if «
wlizw!, :

4. Design of Incentive Svstems

Assume that a sct G of possible incentive svstems
wo=(h, ) is given. For optimel design of incentive
systems 1t is required to detcrmine on that set an
mweentive system which 3 maximally efficient {with an
appropriate hiw T (3] The set G 1s usually specitied
as certain requirements o the incentive system such as
regularity of the funciioning mechanism or constrained

34

reward and penalty. Thus, real-life constraints on penal-
ties, with specified functions A1), can be

() < aln, ) e L) (8)

forallmeDand yeVt.

If a regular functioning mechanism is to be obtained,
then from Theorem 4 it follows that the optimal svstem
is (A, ™) with a maxima! centrahization degree. If there
is no need for the functioning mechanism o be regular,
then a solution can only be obtained in particular cases.
Thus, if G, is defined by inequalities

0< xi(m. ) <py)

for all me D and y e ¥, then. by virtue of the corollary
of Theorem 3, the incentive system (A, p) which features
a maximal centralization degree 15 also optimal.

Finally, take up design of incentive svstems where
constraints arc imposed on the functions f(7,1,) as
entitics rather than on penalty functions

S <A S PMy) (9)
Denote
S, py= I Ty,

T B A I I
We shall now determine the cases in which the incen-
tive system w*={f*} (maxima} reward with imple-
mentation of the plan and minimai in the case of
deflection) is the optimal solution of the design problem
on the set G, of incentive systems defined by condition
(19). Let the boundary functions f™" and /'™ meet the
conditions; forallme D, ye ¥
f‘max (yn )l) Bflr“n(xn .yr)
Sy 2T (s v

THEOREM 6. The inceniive system w* s optimal on the
set G (1IN U forallmeD, v,y ¥,y # ) itis true that

Sy = w00
2000y - ST y) (20
or, denoling
x0T Y= 0n R =T L )
A v = (0 ) = ST ()

the conditions (21) can be wriiten in a simpler equivalent
form

I:m(ﬂ.»s }:) Z Z:nm(?.{”).;) - Zrm(}':,%) (22)

5. Svstems with Dependenr Elements

If P{z3e ¥, then the assumpticn of independent behav-
ior does not hold since with independen: choice 3t may
be found that 3 & ¥, [n this case we have a system with
dependent ¢lerments. Detinition of the solution 1o the
game becomes more imvolved. We can recognize the
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" interdependence of the clements in their objective func-

tions assuming that

x{m.yy=L if y¢Y-
where L is a sufficiently large number such that choice
of any implementable state § € ¥ is more preferable for
afl elements than that of any nonimplementable state
jévy.

Now we can confine oursclves to local constraints on
the choice of element states because global constraints
are allowed for in objective functions of elements, The
objective functions are now, however, dependent on
states of ali elements f.(w,,y) rather than on the state of
a given clement. Dependence of objective functions of
elements on plans and states of other elements can also
be fclt because of the limited total incentive fund V. In
this case, the fund N is allocated direct!y proportionally
with the values of fi(n,.),) and the gain of the ith
element is

f‘lﬁ'(n-,}.): ’;fi-(ﬂt’}l) N
Y Sim,y)
=l

In this case the objective function of the ith element
is dependent on the plan = and the state v of the entire
system. To delermine the solution to the game. denote
as 71,0y the set of possible values of the situation,
Yr=(r, v Vo M- . ), or states of the
other elements assumed by the ith element. The con-
ditional guaranteed result of the th element [the result
which is ensured if its assumptions arce truc and indeed
Fiye IT(3,)] is defined in the following way

S )= min fiin, y) (23)
R )

The function 7 (x, v,) is referred to as the H-criterion.
In compliunce with the principle of the maximatl condi-
tional puaranteed resull, the element chooscs 7, s0 as 1o
max f (i, p), or

S(r 5y =max min f(r. ) 24)

e Y, ML)
This principle of choice will be referred to as the
principle of conditionzl maximin and the associated
solution as the 17 soluticn. If the assumptions of all
clements have come truc, or #{i) e I,( 1) for all { then
the totahty of sets [T(y) = {7y} will be referred 10
as justified and the associated situation as the [T
equilibrium. Particular cases of I equilibrium are
guaranteeing situations
00 =1]7]
FE

and Nash equilibria v *. In the latter case [T.(y) = r*{)
and

flm y*)y =max fi[x v ¥, v

wel,

Thesz definitions of a [T solution and [T equilibrium

ailow many results that were obtained for systems with

independent elements to be extended to systems with
dependent elements. Assume that the states of other
elements dictale only the function A4 (y) of the element,
or

Jim.y) = hiy)—nlm.y) (25)
The associated JT criterion has the form
S,y y=h0) — 147, 5) {26)

Now the study can be conducted as in the case of systems
with independent clements. Consequently, the concept
of M-coordinated and S-coordinated incentive systems is
naturally extended. Thus if the penalty function g,(x,, 3,)
satisfies the triangle incquality, then the system is S
coordinated with any scis f7(1). The form of the prob-
lem of optimally completely coordinated planning is
significantly dependent on the tolality of sews fI{y).

For regular functioning mechanisms, it is assumed
that the plans of other elemenis witl be met, or that
Iy )=m=(i). In this case

ST ) = hln Gyl = gins ) 27

If the element dees not rely on other elements meeting
their planned targets, a more cauvtious assumption
should be made

Ir@ =@l <n - . 7 28)

where #, characterize the maximal possible deflection of
the real situztion from the planned one, in the hight o
the fth element.

Note that any totality of the sets {1} such that
n{i)e 11, is justitied for a regular mechanism and. con-
sequently, dictates the [T equilibrium. If 7, = z(i) then
this equilibrium is also a Nash equilibrium.

As an example, let us consider o svstem with constunt
penalties
V=1

0,
L{ﬂ'n}.) - {C” }_' ?‘: T[‘,

where ¢;> 0 is the penalty for deflection from the plan.
For such incentive sysiems the problem of completels
coordinated planning can be represented in the {orm

max H(r)
red
©oRlm)=Hl, =12, ,n (29)
where o
b =max Af(y)-- ¢
ety
The dependence of the set of completely coordinated
plans on the totality of sets [T is clear. Thus if Ff == =i,

the set of completely coordinated plans will be gnven by
the condisions
hm)+c, zmaxhlzin ) (3
el

If, however, /1, is determined by (28), then the sct of

335
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completely coordinated plans is defined by quite
different conditions
min Al ) +e

{rd-wip) %0,

= max min
12 AR OEE OF E1 A

Aly@ny] G

6. Laws of Coordinated Planning

The underiying principle of laws of completely coordi-
nated planning is that meeting the planned targets
should be beneficial for the elements. This, moreover. is
not the sole possible way of coordinating the plans with
the interests of elements. Thus the coordination of
interests can be obtained by. for example, making plans
which are most beneficial for the elements or those which
ensure obtaining certain values of the objective func-
tions, or plans such that any deflection is certain 10 stay

- within a set range.

It is therefore desirable to develop a sufficiently gen-
eral planning procedure which incorporates the idea of
coordinating the plans with the interests of the elements.
This procedure is referred to as the principle of coordi-
nated platning. Laws of coordinated planning are con-

structed by completing the problem of optimal planning

max Hn) (32)

xeD

with so-called conditions of coordinated planning
Yimy=maxyiz), i=12,...n (33)

nED

In coordinated planning the functions v,(x,) are referred
to as clement preference functions. By specifying these in
different ways different laws of coordinatad planning can
be obtained. Thus the law of completely coordinated
planning is obtained if

Yy = te, () — h(m)] (34)
where
gr)= ma};ﬁ(n,,y,), I[xj=1 if x=0

and is equal to zero if x < 0.
If o (n) = o,(7,), then the law of ““fair play™ control

is obtained.

Laws of ¢-coordinated planning are associated with
the choice . -

Yir)=ton)—¢ mayx @:(z)). 0<e<l (35

< ' .

IE

i

With this choice of preference functions the coordi-
nation conditions can be written in the form

pfn) > ¢,max @) (36

el
For completion of the case of complete knowledge. only
the casc of partial planning of state components should

be constdered. Study of this case is reduced 1o the above
case of planning all components by forecasting the

36

nonplannable components as functions of the plan und
plannable compaonents. Following substitution of fore-
cast values (in the case of ambiguity the guaraniecd
result is takeny we obtain the case of pianning all the
components.

7. Incomplete Knowledge on the Part
of the Center

In the case of incomplete knowledge. the center is
vnaware of accurate values of the parameters r, which
determine the set ¥,(r,) of possible stutes of the element
but knows only a certain set &, of possibl2 values of r,.
Let us confine ourselves 10 the case of two-way data
formulation and systems with indcopendent clements.
Note that following substitution into the clement objec-
tive functions of the forecast states v, € P (=) reduces the

objective functions 1o the form
edm(s) r)= max flz (s} v] (37

nelir)

Now the system functioning can be regarded as a
game of active elements whose strategies is reporting the
estimates s,€ (.

In the optimal design of a functioning mechanisn: the
following sequence 15 widely used. First the optimal
mechanism Z{r}is develeped while the center is assumed
to be compictely informed. Then the parameiers » aie
replaced by the estimates 5 which are obiuuined from the
¢lements. If for the resulting mechanism the reported
eslimates can be proved credible, or § = r in the solution
of the game, then the mechanism Z(x) is the solution ol
the optimal design problem. In this apprroach the basic
point is to prove the credibility of the reported estimaties.
Credibihity of the information from clements s the basic
problem in the casc of incomplete knowledye on the part
of the center. The conditions which ensure credibulity of
the informanon are dependent on what is understeod by
the solution of a game of elements. Thus i Lthe solutions
are dominant strategies. then the necessary and sufiicient
credibility conditions can be obtained. Let T bhe a
functioning mechanism with strong penalties and the set
of possible plans of the ith active element D(s) # & for
all 5 €Q and is represented in the form '

DisY=Y.(s)N X [s(i (38
where '
S ={5,.5.,.. .-.5) and X [s()]

is an arbitrary fixed set. Then Theorem 7 holds.

S S

THEOREM 7. For the funciioning nechaniss £ = (w. 7).
where the data are fornudared by i two-wav technigue. to
report credible frrormation as a dominani strategy with
any r € Q. i is necessary and sufficient that there exisis
Y50 such thar

@[ (s)s]=max ¢(r.s) i=0L2.....n (3}
%€ D3]



e v ——

Ll e e

O e s P S e .

v g s

Lk w

~

e F et e -

Active Goal-Seeking Systems

From Theorem 7 it follows that the optimal func-
tioning mechanism on the set of functioning mechanisms
which ensure reporting credible information as a domi-
nant strategy should be sought on the set of functioning
mechanisms with “fair play” control. The theorem as-
sumes benevolence on (he part’Gf the eléments vis-a-vis
the center; in other words, an element is assumed to
teport a credible estimate if this is included in the set of
dominant strategies,

Note that if some ..(s5) components of the plan
R:{s) = [4,(5), x,{5)] do not depend on the estimatcs 5,. or
AAs) = 2,Is(i}], then the condition {39) can be formulated
for components x,(s} alone. This leads to a very im-
portant extension of “fair play” controi laws Lo the case
where 4,(s) are “weakly dependent” on the estimates of
each element. (Thus, 4(s) are product prices which were
obtained from cstimates given by all companies and are
weakly dependent on any individual company.) The
“weak impact” of the estimates s on the components
2,(s) leads 1o the assumption of weak effect whercby the
elements neglect the effect of their estimates 5, on the
components A,(s).

Theorem 7 is also valid for arbitrary mechanisms if
Di(s) is represented as D.(s) = B N X[s(#)], wherc B, is
no longer related to ¥,{s,) but is independent of s,.

If the clement strategy is required to be a guaraniecing
or Nash equiltbrium rather than dominant, then weaker
conditions for the credibility of the mformation can be
obtained.

Let us consider mechanisms X2¢ with laws of
e-coordinated planning. Let E(s.¢,) denote a set of
coordinated plans of the /th active clement. Assume that
the ith element sticks to the principle of a maximal
guaranteed result and this result s

min ¢/(xn,,r)

R Els0)

Then Theorem 8 holds.

THeOREM 8. For the reporiing of credible information
to be the only guaranteeing strateey of the ith element for
any r,€Q, in an active system with @ mechanism Z', it is
necessary and sufficient that the foilowing conditions of
“equality of preference functions” hold

E(s! e NE(s2. eN# & forall s!#s?  (40)

Finally, we shall fook at a basic result for the casc of

a Nash equilibrium regarded as solution of the game.

THEOREM 9. Ler I'> X' and I* be a regular mech-
anism. Then 7 is also a regular mechanism.

This means that with increasing degree of central-
ization the properties of reporting credible information
(in the case of a Nash equilibnium) and of meeting the
planned targets are maintaned. Hence 1t follows that
with increasing degree of centralization the set of regular
mechanisms dees not reduce. Theretore if there are no
constraints on the degree of centralization, the optimal
regular mechanism should be sought on the set of

mechanisms with complete planning centralization. this
is equivaient to incentive systems with sirong penaities.

Ensuring the reporting of credible information enables
construction of optimal regular mechanisms under un-
certainty. This requires meeting the conditions which
ensure credibility of the informaton and conditions lor
completely coordinated plans with complete information
available to the center. Combination of such conditions
results in a wide range of situations in which optimal
functioning mechanisms can be obtained under uncer-
tainty.

8. Lines of Further Research

The above models of two-level active systems are very
basic. Their extension proceeds along many lines such as
recognition of uncertain factors in the model of the
system and in the model of the environment, recognition
of the model dynamics, and mululevel systems, Numer-
ous other lines of research call for other schemata of
active system functioning, such as functioning mech-
anisms of active systems that formulate data “with
storage of information,” adaptive control mechanisms in
active systems and iterative planning schemata,

Theorctical studics in management of uctive systemns
are now supplemented with widespread appiications of
the methods and findings of the theory. The zpplication
range of the theory of active systems scems Hnpressive.
It includes analysis and improvemeni of management
mechanisms in organizations at all levels of the nationai
economy. The theory has been successfully applied to
improvement of management mechanisms in industry.
research institutions and sectors of the national econ-
omy, and early progress is being made in applying the
theory to studies of socioeconomic syslems, such as in
public health and skill management.

See also: Goal-Oriented Systems
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