EVOLVING SYSTEMS

COORDINATED OPERATIONS MANAGEMENT MECHANISMS FOR INDUSTRIAL SYSTEMS,
II. FUNCTIONING MODEL FOR AN OPERATIONS MANAGEMENT SYSTEM 1IN

BATCH INDUSTRIES
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We consider some methodological issues of designing coordinated operations manage=
ment mechanisms for industrial systems using a typical example of a batch industry —
the refining division of a lead production plant. The model and the functioning
mechanism of the refining industry are desgcribed using the methods of active system

theory.

. INTRODUCTION

The present article is a continuation of [1], where the problem of coordinated operations
management of process industries was formulated and solved for the case of the charge-prepara-
tion process. Here we consider the case of a batch industry, examining the methodological
igsues and describing the mechanisms of coordinated operations management for actual indus-

trial systems.

2. STRUCTURAL AND TECHNOLOGICAL MODEL OF THE REFINING INDUSTRY

1. Plant Structure. The refining plant has a two-level structure, as shown in Fig. 1. .
The plant comprises an industrial management organ {(the headquarters), the external environ-
ment, and a set I = {1, Z2,...,n} of active elements subordinated to the headquarters. An
active element consists of a refining crew with its line manager, the shift foreman.

2. The State of an Active Element. The technological description of active elements
has been studied in considerable detail. There is extensive literature in mathematical eco-
nomics which focuses on modeling of production technology [1-4]. The method proposed below
for the description of the refining technology is applicable to many batch industries and may
be generalized to describe various technologies. |

11 il

The technological diagram of "crude’ lead refining is shown in Fig. 2, where the thick
line traces the sequence of activities performed for each batch of metal being refined [5].
The notion of activity is basic for the description of a batch technology [6, 7]. Regardless
of the concrete physical content, each activity in a batch industry may be characterized by
the following factors: 1) the batch (customer, component, etc.) on which the activity is
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performed; Z) the equipment (machine) and the operating technology employved in the activity;
3) a number representing the length of the activity.

The equipment 1n a refining plant includes one collection crucible; M refining kettles,
which may be used simultaneously to refine M batches of '"crude'" lead; a Harris installation
on which the first alkaline refining 1s performed; a pouring system which pours "soft" lead
into appropriate molds.

The first alkaline refining eliminates the impurities Sn, As, and Sb from the batch.
The refining conditions are such that the Harris installation and the pouring system may serve
only one batch at a time. Collection and refining kettles have the same capacity and differ
only in their function.

During the planning period, the refining plant receives a set &£ = {1, 2,...,L} of crude
lead batches which are delivered at the times g7, L = 1, L. The refining of each batch I
involves sequential performance of the following aggregated activities: activity 1 — receiv-

ing, decopperizing, detellurizing (removal of Te); activity 2 — first alkaline refining;
activity 3 — desilverizing, debismuthizing, qualitative (second alkaline) refining (removal
of Ag, Au, Ca, Mg, Zn); activity 4 — pouring.

The length of the refining activity depends on the particular metal being refined and on

the refining and pouring methods. We denote by d%i the length of the k-activity for the I-th

batch performed using the technology np; it is equal to the sum of the durations Tjg of the

set Qg of the elementary activities performed by the same technology, {Snf‘mzrﬂf , where ME0;,
| qERQx

jo€lg YqEQ: J;=0,, k=1,4, [=1,L, The elementary activities are indexed in the sequence of their

execution. .Activity 1 consists of eight elementary activities, Q; = {1, 2,...,8}, activity 2

consists of three elementary activities, Q; = {9, 1U, 11}, activity 3 consists of eight ele~

mentary activities, Q3 = {1z, 13,...,19}, and activity 4 consists of two elementary activi-

ties, Qu = [20, 21]. The length of activity 1 is entirely determined by the kind of metal

béing processed, i.e., 8,"=08,' ViI=1,n.. The time of activity 2 is determined by the concentra-
tions of the Sn, As, and Sb impurilties in a given batch, i.e., 8,*=086% Vn,E0,. The refined

batch grade n3 determines the length of activity 3, i.e., 8,°=0," Vns=0;, Vi=1, n, The length
of the pouring activity depends on the particular mold and the number of pouring machines

11?) Ed 5 i. * e LA nitémaﬂi& Vlmiﬁ n-

Each industrial activity in a lead-refining plant is thus describable by the batch index
L, the elementary activity q performed on that batch, and the corresponding technology jq,

i.e., by the triple (I, q, jq) with the associated starting time tqjq of the elementary activ-

e Saan e

ity, Eq; g’ quq=£q‘: q+'fq;q1 jQEJ{h gEOk? k=11 41 Zmi! L.

In order to describe the technological constraints, we introduce the Boolean variable
Yqiq> which 1s equal to 1 1f for the I-th batch the elementary activity q is performed by ¢

technology jq and O otherwise.

The technological constraints are specified in the following form: Each elementary activ-

ity q for any batch ! is performed by one technology only, Z' yq;qmil, g=1,21, I=1,L ; the set of

JqEJq

768



batches 1s routed through all the refining stages, i.e., through 21 elementary activities,
24

Z qu; =24, l==1,L; all the elementary activities are performed without interruption, follow-

ing a fixed technologlcal sequence; the initially Lhosen technology for a particular ele-
mentary activity cannot be changed until the elementary activity is completed; the targets
specifying the number of batches of all grades ns poured in the molds ny, Np,n, » Must be met.

These conditions define the set of feasible states of the system in every v-th shift,
Y,y (the construction of this set is described in the Appendix). To this end, we have to de-
fine the following sets: B¢, the set of jobs completed at the moment tﬁ,Bfﬂ{(L;L;h)ﬁ;%m#}i

Et, the set of jobs that may be started at the moment t, E.={(], g,jg)lﬁq;qmz, Jo=Jle} 5 Ce, the set
of jobs in process at the moment #, C,={({, g, jq)lE;jq{t'{qu;}.

The state of the system at the beginning of the v-th shift, i.e., at the moment t =

(v — 1)T, 1s described by the tuple y,,—; whose components are the set of jobs finished and
in processes at the beginning of the Shift C,=C\UB;, and the set of the job completion mo-

ments T(C,)= {tq, | (1, q,;q)eﬁ} Yor={(l,0,7q),1 qj Iy; (I)=1}, where yéj (t) is equal to 1 if at the

moment t the elementary activity q 1s performed by the technology Jq on the batch L and 0
otherwise.

3. The Sets of Feasible States. In what follows, we will need the following defini-
tions.

Definition 1. The feasible frontier of the set L,=C,UE, 1s the subset L,=L,, such that

all the technological constraints are satisfied for all yfﬁq =1, (Z q, jo)EL

Definition 2. The maximal feasible frontier of the set Ly is a feasible frontier Lt
such that no feasible frontier Ly (Ly = L) exists which contains Lt as a proper subset,

A feasible set of an active element at the end of the v-th shift. vy,,, may be obtained
by allowing the initial state yy-; to evolve gradually in time subject to the technological
constraints. Since the elementary refining activities can be performed in different ways,
there exists a whole set Y,, of feasible states of the system at the end of the v-th shift,

v = 1, V. A procedure to construct the set Y\, is given in the Appendix. It follows from the
construction that the set Yy of feasible system states at the end of the v~th shift is a col-
lection of all the maximal feasible frontiers of the system in the time interval [(v — 1)T, vI],

=Yy (Yv-1)={Gs(Le), T(Gp(Ly))lp=1, O, t=[(v—1)T,~vT']}. The expression Y, = Yy (yy-y) empha-
sizes the parametric dependence of the set of feasible system states in the v-th shift on the
initial state of the system yy-;, i1.e., the system state at the end of the (v — 1)-th shift.

This description of the refining industry in terms of technological activities and the
interdependence between the activities provides a general framework for the description of
the technology in any batch industry. Although the technological constraints associated with

our model are quite complex, they are constructed in a straightforward way by applying simple
standard procedures and are conceptually quite obvious.

3. ORGANIZATIONAL FUNCTIONING MECHANISM

Let us now consider the development of the coordinated operations management mechanism
for the main refining activity.

The functioning mechanism of an industrial system 1s convenlently described as a col-
lection of separate component pairs, or blocks, corresponding to the basic management func-

tions: data acquisition, generation of standards, planning, accounting, control and perfor-
mance. evaluation, incentives {(see Fig. 3).

1. Data-Acquisition Block. It provides the headquarters with information inputs for
the planning process. Before initiating operations planning for the v-th shift, the head-
quarters receives information of two kinds: a) information from the external environment con-
cerning the delivery dates g(v) of crude lead during the planning period; b) information about
the status of production at the end of the (v — 1)-th shift. The latter information is pro-
vided by the shift foreman. Thus, the information arriving at the data-acquisition block may
be represented in the form o, = (g(v), yy~;). The functioning mechanism is required, among
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Fi. 3. Scheme of the coordinated operations management mechanisms
for the main refining activityv,

other things, to ensure reliability of the reported information. This issue is dealt with
in the next article in this series.

2. Standard Block. 1In this block, the information yy-i gen&ratﬁd by the accounting
block on the basis of system perfarm&nae in the preceding periods 1is prccessed into standards
and basic reference data concerning the length and the speed of the various refining activi-
ties, In our analysis of the operations management system, we will ignore the standards gen-
erating process: We assume in effect that the average performance does not change signifi-
cantly during a single shift.

3. Planning Block. The planning procedure aims to ensure that the system targets are
met. Formally, the targets are specified in two ways: 1) by incorporating the targets in the
planning constraints; Z2) by defining the objective function and attempting to optimize it.
The outcome of the planning process is an operations plan which satisfies the requirements
of the headquarters.

Assuming that the planned "crude” lead deliveries are met, the refining plant is required

to fulfill the planned production of refined lead with minimum costs. The headquarters ref-
erences dictate that the plan should be met while minimizing those production costs which
have an essential 1mpact on the technical—economic indices of production. These include the
costs incurred when the batches are waiting for first alkaline refining and pouring activi-
ties to begin, and also idle time and "setup' costs in the pouring system [6]. The setup
matrix of the pourlng Systam_ﬂyﬂ W’N the amount of lead lost in each setup vﬂ3ﬂ3 = Mlcy, —

’l where AW 1s the weight of lead lost in one setup, c,, is the cost of 1 ton of
”smft” lead of grade n3, 1, 0,/=8,.

The total production costs in shift v when the lower~level element actually attains the
state y,, are formally representable in the form

max (B, (v=1)T) 1+

L3 (vIURM A {v) [m§ M t{vIUM4Ey)  ngm'=0;

D (Z4, Yv) =

— €m’y§gm’ i+§i {mlﬁ (iggf? ?T) “maX{ggg N {”?‘“”‘g‘) T} ]+ &;‘![miﬁ (gﬁﬁ ?VT) mma:{(fi“i (vm’i) T) } (: 1 )

where mﬁﬁ{ﬂﬁ§$ﬂ9?fi-§(h g, joy=C*, t=vT} is the plan of the v-th shift, Ef is the set of all

planned jobs (7, q, jq) which should be finished or in process at the time moment €, o and £
are, respectlvely, the cost coefficients associated with waltlng for activities 2 and 4 to
begln, B, 1s the cost coefficient associated with idle time in the pouring system; Mg{v)
'Mze(u) 1s the set of batch indices for which activities 2 and 4 commence during the shift V3
M4(v) and ygg(v) is the set of batch indices waiting for activities Z %nd 4 to commence in

shift v; t§ = max (ti-1, LZ) starting time of activity 2 for batch 7; t = max (££71, tzg)
9 -7 -7 n 20 21 i

starting time of activity 4 for batch Z; t§, tie, tyz; completion times of activities 1, 3, 4
by one of the known technologies niy, nz, nN3.
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A possible o?jgctive function of the headquarters for operations planning on the shop
level calls for minimizing the total cost during V shifts

v+ V

B (@,y)= Y, D(av,yv). (2)
v =y
Unlike an active element, which attempts to improve its own payoff function during a
single shift, the headquarters is concerned with the broader consequences for the system of
the state actually attained by the active element. This concern is reflected in the objec-

tive function (2). Note that the system objective function (2) depends implicitly on the
plan x = {x,'}.

When constructing the objective function (2), the headquarters forecasts the states of
the active element in each of the next V shifts., The following forecasting model is used:
the state of the system din the v'~th shift, yy's coincides with the corresponding

shift plan x,', and the set of feasible states Y,' coincides with the set of feasible plans

Xy'y v = v + 1, v + V. The system objective function thus can be represented in the form
v+ V
@(z,y)= min D(z,y,)T Z@(Iv',xv'). (3)
VyEY y (¥ y_y V' =y

Note that the functioning mechanism of a refining plant is a mechanism with partially
centralized planning. This means that although all the states of the active elements are
fully planned, the actual states selected by the elements do not necessarily coincide with
the corresponding planned indices. The reason for these possible deviations from plan is the
limited ability of the management to provide incentives that will encourage the production
divisions to meet the plan without deviations.

The headquarters is unable to institute "stiff'" penalities (large incentives) for un-
derperformance (overperformance) of the plan. Therefore, it is important to ensure that the
plan developed for the system 1s coordinated, or consistent, with the preferences of the
divisions. The coordinated planning procedure assigns divisional plans x, from the set S5, of
coordinated plans, zv&S, [4]. The construction of the set Sy will be considered in the next
article.

4., Accounting Block. The function of the accounting block is to monitor the industrial
functioning process, to measure the states at the end of -each shift, to record this informa-
tion, and tostore andprocess it for furtheruse, The path of the system states y, at each mo-
ment of time 1s recorded by the shift foreman on the shift report sheet. The reliability of
this information 1s checked at the end of the shift by the next shift foreman. The state in-
formation is used to evaluate the performance of the divisions and to determine the incen-
tives earned.

5. Control and Performance Evaluation Block. Performance indices are numerical char-
acteristics which evaluate the degree of fulfillment of the planned targets. These indices
are calculated by certain well-defined procedures and are ordered hierarchically to form the
performance evaluation system. The planned indices and the actual state indices constitute
the basic performance indices. The basic 1ndices are aggregated into local performance eval-
uation measures, and the local measures are aggregated into overall performance evaluation
measures.

Let us concretize the performance evaluation measures for the active elements. The local
performance measure of a crew in the v-th shift, P% = PS(xy, yy) is the sum of the index of
jobs finished by the crew in the v-th shift, P, = P{(y,), and the index of meeting the shift
target, PS, = P5(xy, yv), Py = P§(xy, yy) = P§(yy) + PS(xy, yv). The finished work index PS
(vy) 1is generated by aggregating (adding up) the costs A = {lqjq} of the jobs finished by the

crew during the shift, where quq 1s the cost of performing the g-th elementary activity by
technology jq. This index 1is calculated by the headquarters in the form

PEE)= Yo X0 X h v, (O Fhave )+ Aniin(v), =l (=) T,3T]. (4)

ladf qual quwhd joel g

Here vg(v) 1s the percentage of Sn, As, Sb impurities removed during the v-th shift,
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Ve (v) = 2 as[min(vT, ;') —max ((v—1) T, ') ],

IEM'(?)

uz;(v) is the weight of lead poured during the v-th shift,

Uy (V) = Z Z mﬁijny2:j:: [min (""?Ts E';iﬁ{) -~ 113X ( (Vwi) T'.l Eﬁ:iti) ] ’

leMy(v) insery

Mg (v) is the set of batches on which activity 2 is performed during the v-~th shift; My;(v)
is the set of batches poured during the v-th shift; ag is the actual output of the Harris

installation; az1 = {u21j21} is the output of the pouring system.

The finished work lndex FVI of the crew in the v~th shift 1is thuscunlquely determined
by the state yy, Py, = Pi(yy). Thus, in order to evaluate the index P,;, we need only the
information supplied by the aecounting block. The target fulfillment index is given 1n the
form

a ;
qu '-—"'*'ch (xv, yv) =Hﬂi[y‘¥‘s xi‘]:

where

1. 3 = q t q = ('r”")’
9y ,] {0 otherwise_ Jq e

méjq(xv) is the planned completion date of the job (7, q, jq), Ho 1s the incentive that the

crew earns for meeting the target. The local performance evaluation measure of the crew in
the v-th shift thus has the form (¢([(v—1)T, vT])
20

: P’c(xw yv) — 2 Z Z lqjq y;g (t) ‘|‘ng9 ('\?) +A«21u21 ('\?) + Hg1. [yq, xv] . (5)

I8 g=1,q9%8 19€Jg4
The performance evaluation measure of the shift foreman is the sum of two indices,

P (y’-?"'h y?*—i: Ly y*-') WP (y'*-’—i': y?“i) +P2 (xvf y"’)f (6)

where Pl(yv_l, Yy—1) 1S the index of rellablllty of the reparted information about the stateof
the production process at the beginning of the v—th shift; pt 5(xy, yy) 1s an index quantifying
the completion of the shift assignment by the crew, where

0 if ?v—i=y\‘—11
Pf v—11 ‘:"" #—-{ 1 (7)
(y 1 i) Hi{‘:o if ya?ﬁ#yw--n
P (2., yo) =H:Alyy, 2 )—Hs(1~1A[ys, 2.1), H Hy>0. (8)
6. Incentives Block. The local performance measures generated in the control and per-

formance evaluation blocks are used to calculate the pay of the refining crews and the fore-
men bonuses from the payroll and incentive funds.

The incentive system W = (WC, Wf) for the active elements is a function of the overall
o = ..

performance evaluation measures of the crew PmeZP,-,,C and the foreman P;f= ZP,—,,f during
B P=1

the planning period, where Vi is the number of shifts served by the i~-th crew during the

planning period. Specifically, for the i-th crew and its shift foreman the incentive system

is written in the form W;-C(PC)L-(PfC/Z Pi,c) M,, me{Pff} , M; 1s the total crew payroll, and
i'el
\
Wif(Pf):(Pif/Z P.f M, P'={Pf} (M, is the total amount of foremen bonuses).

et

We see from the expression for the incentive system that each active element 1s motivated
to increase the value of the overall performance evaluation measure, which 1s an additive
function of the local shift measures. Therefore, for purposes of operations management, the
objective functions of the elements during the v-th shift naturally may be identified with
the local performance evaluation measures P“(x,, yy) and Pf(yv 1s Yu=1, Xu, Yu). Then the
game behavior of the crew given the plan X, wWill attempt to increase the local measure PC(Xv,
yv) by selecting the state y.&Y,. It 1s quite possible that the state yv maximizing the value

of PC(xy, Vv),
P (xw yv‘) _ IﬂaXP (;Ey, y‘“) : (9)

vaYv
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does not colncide with the plan x,,. This may lead to underperformance of the shift assign-
ment set by the headquarters. The planning procedure should therefore assign a plan x,, so as
to optimize the system objective function. On the other hand, the planning procedure should

ensure that the crew payoff i1s sufficient to motivate the crew to fulfill the plan.

The objec%iva function of the shift foreman in the v~-th shift 1s the performance evalua-
tion measure Py, which in its turn is a function of the system state estimate vy, .1 at the
planning point as reported by the foreman, the true system state yy-1, the shift plan x,

The shift foreman will attempt to maximize the local performance evaluation measure by
reporting reliable state information ¥,-; and by ensuring that this crew achieves the state

PAVE:

7. Functioning of the System. The functioning of the refining plant with the mechanism
L described above is schematically shown in Fig. 3, which identifies all the component blocks
of the mechanism and their interconnections. We will describe the sequence of activities for
each block and highlight some features of the functioning mechanism which are relevant for

operations management of the industrial process.

At the beginning of the v~th shift, the data-acquisition block receives information from
the external environment about the delivery dates g(v) of "crude'" lead batches during the next
V shifts, starting with the v-th shift. It also recelves system state reports ¥y, from the
active element as of the end of the (v — 1)~th shift. All the input information is aggregated
in the form oy = (g(v), ¥y-1) and is then passed to the planning block.

The reported system state 1s used because of unavoidable delays in the receipt of actual
state information vy-3 from the accounting block. In addition to the information oy = (g(v),
¥y-1) from the data-acquisition block, the planning block also receives demand projections
from the sales department for the next V shifts. These projections specify the required num-
ber of batches of "soft" lead of each grade and mold shape. -

The planning block uses the planning procedure xy = x,(0,) to generate a production plan,
which 1s then communilcated to the active element. The same information is fed to the control
block. The communication of the production plan to the active element and to the control

block 1s shown in Fig. 3 by the double line.

Given the shift plan x,, the crew achieves the state y,, maximizing its payoff function
(3). The state yy achieved by the actlve element 1s recorded in the accounting block after

the v-th shift ends.

The actual state information is supplied by the accounting block to the control and per=-
formance evaluation block. The control and performance evaluation block compares the plan
xy with the actual performance y,, 1n order to calculate the local performance evaluation
measure of the crew on the v-=th shift. The shift foreman is evaluated according to the de-
gree of completion of the plan x,, assigned to his shift and the reliability of the reported
system state information ¥,-;. The headquarters identifies the distortion of the information
reported by the foreman after the planning stage, when the actual system state y,-, becomes
known in the accounting block. Therefore the control block monitors the degree of distortion
of the reported information, in addition to checking the actual system performance y, against

- the plan x,,. To this end, the information ¥.,-, reported by the active element to the planning

block should also be made available to the accounting block.

The control and performance evaluation block derives the local performance evaluation
measures of the crew and the foreman and the shift production costs, l1.e., determines the
attained values of the cobjective functions of the active elements and the system as a whole,
Information about local performance measures 1s fed to the incentive block in order to cal-
culate the payroll and the bonuses to the active elements. The information from the control
block is also delivered to the planning block for updating the production plan of the active
elements given the deviation of actual performance from planned targets.

APPENDIX

Procedure to Construct the Set Yy

(v — 1)T and find the set of finished jobs and jobs in process at the mo-

I

1. Take t
ment © s Ez_:C:UBf.
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2. TIdentifv the set of jobs Et which may begin at the moment t and generate the set of
all jobs which are in process or may begin at the moment t,

3. For the set Lt, determine the maximal feasible frontiers Gp(Lt} consisting of the
triples (I, q, iq) such that for yéjq(t) = 1 the technological constraints are satisfied and

for each maximal feasible frontier determine the completion dates of the included jobs,

T(Gy(Le))={fas,| (L9, 7)€ Gp(L)},  p=L, I,

4. From the list T(G,(Ly)) select the nearest completion moment tﬂmﬁnfgﬁ over (I, q, j;) G,
and take it as the current moment; include the finished job in the set By of finished jobs,

p o d{ 4 iwtn
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